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Using a hybrid density-functional scheme, we address the O impurity substitutional to N (ON) in
In0.17Al0.83N. Our modelling supports In clustering to account for the strong band-gap bowing
observed in InxAl1!xN alloys. To study the ON defect in In0.17Al0.83N alloys, we therefore consider
a model containing an In cluster and find that the most stable configuration shows four In nearest
neighbors. We show that such a ON defect forms a DX center and gives rise to two defect levels at
0.70 and 0.41 eV below the conduction band edge, in good agreement with experiment. The calcu-
lated defect energetics entail a fast nonradiative recombination upon photoexcitation at room tem-
perature and account for the observation of persistent photoconductivity at low temperature.
Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4975934]

In the last decades, InxAl1-xN has attracted a great deal
of interest for its possible applications in electronic and opto-
electronic devices.1–3 In particular, In0.17Al0.83N is nearly
lattice matched to GaN and can be used to realize strain-free
heterostructures.4,5 Applications include distributed Bragg
reflectors, thick cladding layers in edge emitting lasers,
waveguides exploiting the large difference in refractive indi-
ces between InAlN and GaN, and high-electron mobility
transistors (HEMTs).6–8

To control the electronic properties of these materials, it
is important to understand the role of impurities. Upon growth
through metalorganic vapor phase epitaxy (MOVPE), it is
known that considerable concentrations of oxygen and carbon
impurities are incorporated.8 Experimental investigations have
identified various defect states with activation energies rang-
ing between 200 and 500 meV.9–11 However, their origin has
been difficult to ascertain and it has remained unclear whether
these states relate to point defects or to dislocations. More
recently, defect states have been measured at 68 meV and
270 meV and tentatively assigned to oxygen based on their
concentration.12 The observation of persistent photoconduc-
tivity (PPC) effects has been taken as an indication supporting
this interpretation,12 as oxygen is known to give rise to deep
donor levels (DX centers) in AlN.13

In this Letter, we study the oxygen impurity substitutional
to nitrogen (ON) in In0.17Al0.83N through density-functional-
theory calculations. We find that ON gives defect levels that
are in agreement with experimental observations. These impu-
rities behave like DX centers and can explain the origin of the
persistent photoconductivity effects.

In our calculations, we make use of the semilocal density
functional introduced by Perdew, Burke, and Ernzerhof
(PBE),14 and the hybrid functional introduced by Heyd,
Scuseria, and Ernzerhof (HSE).15,16 In the latter, the fraction
of Fock exchange is set to a ¼ 0:37 for AlN and to a ¼ 0:19
for InN in order to reproduce their experimental bandgaps.
For intermediate InxAl1!xN alloys, the mixing coefficient a is
linearly interpolated. We use normconserving pseudopoten-
tials to treat core-valence interactions and a kinetic energy

cutoff of 70 Ry to expand the valence wave functions in a
plane-wave basis set. The Brillouin zone is sampled with a
2# 2# 2 Monkhorst-Pack grid of k points.17 All structures
are relaxed at the PBE level of theory, and the optimal lattice
parameters are obtained by means of Murnaghan’s equation
of state.18 Both semilocal and hybrid-functional calculations
are performed using the Quantum-ESPRESSO suite of pro-
grams.19 The HSE implementation and the treatment of
the exchange potential are described in Refs. 20 and 21,
respectively.

The formation energy of the ON impurity in the charge
state q is defined as

Ef Oq
N$ ¼ DEtot þ lN ! lO þ qð!v þ !F þ DV0=bÞ þ Eq

corr;
!

(1)

where DEtot ¼ Etot½Oq
N$ ! Etot½bulk$ is the total energy differ-

ence between the defective and the pristine systems, lN and
lO are the chemical potentials of nitrogen and oxygen,
respectively, and !F is the Fermi energy referred to the
valence band maximum !v. DV0=b is the potential alignment
term between the neutral and the charged supercells. Eq

corr is
a state-of-the-art correction term which accounts for electro-
static finite-size effects.22,23 Thus, we apply corrections of
0.19 eV for the defects in the charge state q ¼ 61. Defect
levels are here defined as thermodynamic charge transition
levels and correspond to the values of the Fermi energy !F

at which the formation energies Ef of two different charge
states are equal. In this work, the O impurity is modeled
with 96-atom supercells, leading to a localized state with
an impurity band width lower than 0.02 eV. We here focus
on relative formation energies and charge transition levels.
Absolute formation energies, which would determine defect
concentrations, remain out of reach as they depend on
elemental chemical potentials and on the position of the
Fermi level during growth, which are difficult to assess
experimentally.

The defect levels in this work are first obtained at the
PBE level and then positioned with respect to the HSE band
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edges through an alignment procedure based on the average
electrostatic potential.24,25 This scheme preserves the overall
accuracy of hybrid functional calculations,26–30 but signifi-
cantly reduces the computational cost, thereby making possi-
ble the study of a large variety of defect positions within a
disordered alloy, such as In0.17Al0.83N. To illustrate the accu-
racy of this scheme in the case of III–V compounds, we
focused on the ON impurity in AlN. In agreement with previ-
ous studies,13,31–33 we found that the defect is only stable in
the singly positive and singly negative charge states, the lat-
ter being particularly stabilized by a displacement of the O
atom out of the regular lattice site. Within our PBE-based
scheme, the þ=! charge transition level occurs at 5.56 eV
from the valence band maximum, in very close agreement
with the result found at 5.57 eV within a fully HSE-based
approach. The present set-up is also validated by the compar-
ison with a previous calculation, which reports the defect
level at 5.46 eV.13

A common method to study alloys within the supercell
approximation is to use special quasirandom structures
(SQSs), where the atoms are positioned within the lattice in
such a way that they reproduce at best the correlation func-
tions of a random alloy.37 To assess the validity of this
approach for InxAl1!xN, we generated periodic SQS models
of 96 atoms with the Alloy Theoretic Automated Toolkit
(ATAT) software and calculated the corresponding bandg-
aps.38–43 As shown in Fig. 1, we found that SQSs systemati-
cally overestimate the experimental bandgaps with a bowing
parameter of 2.93 eV, much smaller than the experimental
one of about )6 eV.44 We therefore considered structural
models of the same size in which the In atoms are grouped
together within a single cluster. This leads to a reduction of
the calculated bandgaps and to a bowing parameter of
5.1 eV, in much better agreement with experiment (Fig. 1).
Our results support previous theoretical studies, which pro-
posed In clustering as the cause of the unusually strong
bandgap bowing observed in InxAl1!xN.45–48 In our study of
the oxygen impurity, we therefore adopt a structural model,
in which the In atoms are clustered. To achieve a composi-
tion of x¼ 0.17, we considered a compact cluster of 8 In

atoms in a 96-atom supercell. We use an orthorhombic
supercell to accommodate the wurzite structure of the semi-
conductor. For this model, we found a relaxed lattice
parameter of 3.19 Å, a c/a ratio of 1.603, and a bandgap of
4.47 eV, to be compared with their experimental counterparts
of 3.18 Å (Ref. 49), 1.605 (Ref. 49), and 4.5 eV (Ref. 50),
respectively.

To account for the various chemical environments in the
disordered alloy, we investigated all the possible sites for ON

in the adopted structural model. In particular, the considered
sites differ by the In coordination, which varies between 0
and 4. To compare the stability of the oxygen impurity in the
various chemical environments, we assume n-type condi-
tions, as observed experimentally.51,52 In these conditions,
the impurity is always found in the charge state q¼ –1. As
can be seen in Fig. 2, the stability of the defect increases
with the number of nearest neighbor In atoms. The most sta-
ble defect state corresponds to a site with a fourfold In coor-
dination (D4), the next most stable state (D3) lying higher in
energy by 0.30 eV. This finding suggests that the incorpora-
tion of oxygen in an InxAl1!xN alloy preferentially occurs
inside the In clusters.

For all the lowest-energy sites, the defects are stable in
their singly positive, neutral, and singly negative charge
states. In particular, D4 shows a symmetric tetrahedral con-
figuration in the singly positive and in the neutral state (Ds

4),
but undergoes a noticeable distortion (Dd

4) upon the trapping
of one electron (cf. Fig. 3). Among the most stable defects,
such a DX-like behavior is only found for the fourfold In
coordination, when all the nearest neighbors belong to the

FIG. 1. Calculated bandgap of InxAl1!xN as a function of the In content for
SQSs and clustered In structures. The theoretical results are compared with
experimental measurements.34–36 The solid lines correspond to a quadratic
fit of the calculated points.

FIG. 2. (a) Formation energies of ON impurities in In0.17Al0.83N alloys. For
a given number n of In nearest neighbors, only the most stable defects Dn

are reported. The Fermi energy is taken at the conduction band (n-type con-
ditions). (b) Calculated defect levels (in eV) of the most stable ON defect
(D4), compared to experimental defect levels (Ref. 12). Red and blue levels
refer to þ/0 and 0/– charge transition levels. The defect levels are referred to
the conduction band minimum (CBM).

FIG. 3. The DX behavior of the most stable oxygen defect in In0.17Al0.83N:
(a) a symmetric neutral state ðDs

4Þ
0 and (b) a distorted negatively charged

state ðDd
4Þ
!.
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same atomic species. Irrespective of the In coordination, the
most stable defects always show two defect states in close
proximity of the conduction band. For D4, we calculated
þ=0 and 0=! charge transition levels at 0.70 and 0.41 eV
below the conduction band, respectively. These defect levels
are in good agreement with the energies measured at 0.27
and 0.07 eV by Py et al.12 [cf. Fig. 2(b)]. In particular, the
calculated separation of 0.29 eV between the localized defect
levels, which is more robust than the separation from the
delocalized conduction band,24,25 also shows excellent
agreement with the separation of 0.2 eV between the mea-
sured levels.12 This level of correspondence strongly sup-
ports the assignment of the experimentally identified levels
to the ON impurity.

Next, we investigate whether the ON DX center could be
at the origin of the persistent photoconductivity effect
observed at low temperature in In0.17Al0.83N. To this aim, we
compare the energies of the D4 in its neutral and negatively
charged states along a configurational path connecting the
symmetric Ds

4 and the distorted Dd
4 configurations. For the two

charge states, we obtain the minimum-energy path through
nudged-elastic-band calculations.53 The path obtained in this
way describes the continuous transformation from the sym-
metric structure of the D4 defect [Fig. 3(a)] into its distorted
structure [Fig. 3(b)]. The relative energy along the path is
obtained through Eq. (1) and depends on the Fermi level !F.
We remark that upon a downward shift of !F, the negatively
charged state is destabilized with respect to the neutral one.

We first consider room temperature conditions.
Experimental measurements report a residual n-type conduc-
tivity with a carrier density of 1# 1016 cm–3 (Refs. 51 and
52). From the charge neutrality equations for semiconductors
dominated by impurities,54,55 we inferred that !F lies at
0.16 eV below the conduction band edge. The energy profiles
of the two charge states along the distortion paths are illus-
trated in Fig. 4(a). Our calculations suggest the following
interpretation. In its ground state, the defect is in a negatively
charged state with an electron trapped in the distorted ðDd

4Þ
!

configuration. Upon illumination with photon energies
higher than 1.70 eV, the electron is promoted to the conduc-
tion band and the defect switches to its neutral charge state
[ðDd

4Þ
0, red curve in Fig. 4]. In this charge state, the defect

can relax to the symmetric ðDs
4Þ

0 configuration, recapture an
electron in a nonradiative way, and return without overcom-
ing any barrier to its distorted ðDd

4Þ
! ground state. This

mechanism is consistent with the absence of any persistent
conductivity upon photoexcitation at room temperature.12

We put forward the following model for explaining the
appearance of persistent photoconductivity at a temperature
of 100 K.12 At this temperature, we expect a reduction in the
concentration of ionized donors and a consequent downshift
of !F. Temperature-dependent entropic effects on the forma-
tion energies are negligible and can be neglected.55 Hence,
the variation of the Fermi energy destabilizes ðDs

4Þ
! through

a rigid upwards shift of its minimum energy path. Our calcu-
lations indicate that it is sufficient to assume a downshift of
the Fermi energy lower than 0.1 eV to destabilize ðDs

4Þ
! with

respect to the ðDs
4Þ

0 [cf. separation energy in Fig. 4(a)]. This
leads to an energy barrier Eb for the nonradiative recombina-
tion process from ðDs

4Þ
0 to ðDd

4Þ
!, as illustrated qualitatively

in Fig. 4(b). In this model, the ground state still corresponds to
the negatively charged ðDd

4Þ
!. Upon ‹ photoexcitation, the

defect switches to the neutral charge state and › relaxes to the
symmetric ðDs

4Þ
0. The barrier Eb then prevents fi immediate

recombination, and the defect temporarily remains in the neu-
tral metastable ðDs

4Þ
0 configuration. This configuration involves

free electrons in the conduction band, which are responsible for
the observed persistent photoconductivity.12

In conclusion, we have shown that the ON impurity in
In0.17Al0.83N is a DX center, which accounts well for the
experimental observations. The calculated energetics entail
two defect levels observed in the vicinity of the conduction
band edge and the appearance of persistent photoconductiv-
ity as the temperature is reduced.
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