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32 CHAPITRE 5. STRUCTURE DE BANDE

cas la bande d’énergie inférieure (zone 1) est entièrement remplie, mais les
2 bandes d’énergie supérieure (zones 2 et 3) sont partiellement remplies.
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Figure 5.22 – Etats occupés (trait noir) et structure de bande donnant a) un isolant,
b) un métal ou semimétal à cause du recouvrement de bande, c) un métal car le nombre
d’électrons par maille est impair.

5.8 Structure de bande de quelques métaux

Nous décrivons dans ce § très brièvement la structure de bande de quelques
métaux, le cas des semiconducteurs sera traité au chapitre 7. Pour plus de
détails, en particulier sur les méthodes qui permettent de mesurer la surface
de Fermi et les propriétés des métaux, il est conseillé de lire les chapitres
correspondants dans le livre de Kittel ou Ashcroft-Mermin.

5.8.1 Les alcalins

Les métaux alcalins sont formés d’un ion chargé une fois positivement
(les électrons de coeur correspondent à la configuration d’un gaz rare) à l’ex-
térieur duquel un seul électron se déplace. Ils cristallisent dans la structure
b.c.c. (cubique centré) :
Li : 1 s2 2 s1 Rb : [Kr] 5 s1

Na : [Ne] 3 s1 Cs : [Xe] 6 s1

K : [Ar] 4 s1

Les électrons de coeur donnent lieu à des bandes d’énergie, de basse éner-
gie, étroites, que l’on peut décrire dans l’approximation des liaisons fortes.
Si l’on traite l’électron de conduction dans le modèle des électrons libres, sa
surface de Fermi serait une sphère de rayon kF donnée par (3.13)

kF = (3⇡2n)1/3 avec n =
2

a3

où a est le côté de la cellule conventionnelle (la structure b.c.c possède 2

One of the major deficiencies of DFT is the underestimation of Eg when using local and
semi-local functionals! The band gap problem 175

Fig. 9.7 Comparison between measured band gaps, DFT/LDA calculations and GW

calculations (see eqn 9.32) for solids. The blue discs are DFT/LDA Kohn–Sham band gaps

and the red discs are from GW calculations. The points belonging to the same solid are

connected by a vertical line. The black line at 45� indicates where the data-points should

be if they were in perfect agreement with experiment. The smaller panel (on the left) is an

expanded view of the lower range of band gaps. All the data are from Table I of Tran and

Blaha (2009).

by adding or removing one electron, the density will change by a negligible amount,
�n ⇠ 10�20 n. By replacing the DFT total energy of eqn 9.3 inside eqn 9.29, and
taking the limit �n ! 0, it can be shown that (Perdew et al., 1982; Perdew and Levy,
1983):

lim
�n!0

Eqp
g = EKS

g + �xc, (9.30)

where the extra energy, �xc, is given by:

�xc = lim
�n!0

Vxc[n + �n] � Vxc[n ��n]. (9.31)

This result indicates that the quasiparticle band gap and the Kohn–Sham band gap
of a solid di↵er by a constant, �xc. Now, if we could use the ‘exact’ exchange and
correlation functional Exc, we would obtain a discontinuous jump of Vxc in eqn 9.31,
i.e. �xc 6= 0 (Sham and Schlüter, 1983).
The trouble is that we do not know the exact functional. When we use instead the
standard LDA approximation, by construction Vxc is a continuous function of the
density (see for example eqn 3.23) and therefore there is no discontinuity: �xc = 0.
This shows that DFT/LDA calculations cannot yield the correct quasiparticle gap.
In practice the band gap problem of DFT is actually a problem of the Kohn–
Sham formulation of DFT, and in particular of the approximations made for the
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7.3. NIVEAUX ÉLECTRONIQUES D’IMPURETÉ DANS UN SEMICONDUCTEUR 15
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Figure 7.12 – Densité d’états pour un semiconducteur contenant des impuretés don-

neur (à l’énergie Ed) et accepteur (à l’énergie Ea).
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Figure 7.13 – A température nulle (a) l’électron supplémentaire apporté par l’impureté
est faiblement lié, les niveaux donneurs ˙̂ sont tous occupés. A température non nulle
(b), une partie des ”atomes” As+–e� est ionisée, l’électron supplémentaire est délocalisé
sur l’ensemble du cristal et participe à la conduction, les niveaux donneurs correspondant
^ sont vides.

7.3.2 Les ”accepteurs”

Pour créer une impureté accepteur, il faut introduire dans le réseau d’un
semiconducteur un atome étranger ayant un électron de valence de moins

7.4. SEMICONDUCTEUR INTRINSÈQUE 17

représenté le _ tourné vers le bas : l’énergie augmente lorsque le trou passe
de haut en bas.
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Figure 7.15 – A température nulle (a) le trou est faiblement lié, les niveaux accepteurs
_
� sont tous occupés. A température non nulle (b), une partie des ”atomes” Ga�–e+ est

ionisée, le trou est délocalisé sur l’ensemble du cristal et participe à la conduction. Les

niveaux accepteurs correspondants _ ne contiennent plus de trous.

Les relations (7.9) et (7.10) impliquent qu’il est beaucoup plus facile d’ex-
citer un électron dans la bande de conduction à partir d’un niveau donneur
(ou un trou dans la bande de valence à partir d’un niveau accepteur) que
d’exciter un électron de la bande de valence à la bande de conduction. C’est
la raison pour laquelle les impuretés introduites dans un semiconducteur ont
une telle influence sur leur conductivité.

7.4 Calcul de l’occupation des niveaux dans un se-
miconducteur intrinsèque

La conductibilité d’un semiconducteur est directement reliée à la den-
sité n d’électrons dans la bande de conduction et à la densité p de trous
dans la bande de valence. Les densités n et p dépendent de la tempéra-
ture, mais aussi de la concentration d’impuretés donneur et accepteur. On
peut cependant établir des relations générales et ultérieurement examiner
l’influence des impuretés.
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n ⇠= �n p ⇠= �n
⇣ ni

�n

⌘2
⌧ n (7.26)

L’un des types de porteur de charge est nettement dominant. On dit qu’un
semiconducteur est de type n si les porteurs de charge dominants sont les
électrons. Il est de type p si les trous sont les porteurs de charge dominants.

Afin de mieux comprendre la distinction entre un semiconducteur de
type n et de type p, considérons un semiconducteur dopé avec Nd impuretés
donneurs et Na impuretés accepteurs par unité de volume.

La situation dans le cas où Nd > Na est représentée dans la Fig. 7.17
pour le cas où Nd = 5 et Na = 2.
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Figure 7.17 – Occupation des niveaux donneurs et accepteurs à T ⇡ 0 dans le cas

Nd > Na. Le cas (a) correspond à la situation où l’on ”isole” les accepteurs des donneurs,

on a Nd électrons liés dans le niveau donneur Ed et Na trous liés dans le niveau accepteur

Ea. Le cas (b) correspond à la situation réelle où il est favorable du point de vue énergétique

que l’électron fourni par l’atome donneur complète la liaison manquante dans le voisinage

d’un atome accepteur.

Il est très favorable du point de vue énergétique que l’électron fourni par
l’atome donneur complète la liaison manquante dans le voisinage d’un atome
accepteur. Dans ce processus apparâıt dans le cristal un atome donneur
(par ex. As) avec ses liaisons tétrahédriques saturées, que l’on peut assimiler
à un ion As+ ainsi qu’un atome accepteur (par ex. Ga) avec ses liaisons
tétrahédriques saturées, que l’on peut assimiler à un ion Ga�.

Tout se passe, en 1ère approximation, comme si l’on avait (Nd�Na) don-
neurs dans le cristal. Toutefois à T ⇡ 0, le potentiel chimique, qui marque la
limite entre les états remplis et vides, se trouve à l’énergie Ed. D’autre part,
pour des températures su�samment élevées, on peut avoir des transitions
de la bande de valence dans les états donneurs liés. Un semiconducteur tel
que Nd > Na est de type n.

Dans le cas où Nd < Na, tout se passe en 1ère approximation comme si
l’on avait (Na � Nd) impuretés accepteur dans le cristal, le semiconducteur
est de type p.
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same InAlN layer. The method of choice for determining the
dopant concentration consists in fitting the capacitance-
voltage C-Va curves using appropriate formulas. This is how-
ever not trivial in the presence of a large concentration of
deep levels and of carrier freeze-out, which preclude the use
of standard formulas, as further developed in Sec. III A of
this paper. The capacitance behavior in the high-frequency
regime, i.e., at a modulating frequency x much higher than
the emission rate en(T) of the deep level, should take into
account the fact that those levels are not necessarily fully
ionized over the whole carrier depleted region. In agreement
with corresponding theories,16–21 we found that the C-Va

curves can be fitted at all temperatures using an expression
containing three parameters. In particular, the extracted con-
centration for both levels gives an oxygen concentration
exceeding 6 ! 1018 cm"3, in close agreement with the oxy-
gen concentration obtained by SIMS profiling (Sec. II). This
agreement supports the role previously attributed to oxygen,
producing both a shallow and a deep state in InAlN layers
nearly lattice-matched to GaN.15

II. EXPERIMENTAL DETAILS AND BASIC
CHARACTERIZATION

The nearly lattice-matched nid-InAlN/nþ-GaN hetero-
structure was grown on a 2-in. c-plane sapphire substrate in
an Aixtron 200/4 RF-S metal-organic vapor phase epitaxy
(MOVPE) system.15,22,23 As we target capacitive measure-
ments, the use of an InAlN layer thicker than the depletion
width avoids spurious effects from states located at the
InAlN/GaN interface, and from the 2 dimensional electron
gas (2DEG). We therefore decided to investigate a 200 nm-
thick layer, keeping in mind that beyond this limit the resid-
ual doping sharply rises. The InAlN layers were nid while
the underlying 2 lm-thick GaN layer was Si doped. InAlN
was deposited at 860 $C under N2 at a pressure of 75 mbar at
a growth rate of 118 nm/h for sample A and 72 nm/h for sam-
ple B. Sources were trimethylaluminum (TMA), trimethylin-
dium (TMI), trimethylgallium (TMG), and ammonia (NH3).

The structural characterization of sample A was per-
formed by high-resolution x-ray diffraction (HRXRD) meas-
urements, which confirmed that InAlN was single-phase and
coherently grown on the GaN underlying layer. The In com-
position was estimated to be 16%, which means that the
InAlN is under slight tensile strain since the lattice-matched
condition with GaN is obtained at an indium composition of
17%.1 Sample B, which has the same structural parameters
except for a slightly lower In composition (about 15%), was
used for the study of the hysteresis in the C-Va characteristics
performed at low temperatures. The surface pit density meas-
ured by atomic force microscopy (AFM) was equal to 3.5
! 109 and 8! 108 cm"2 for samples A and B, respectively.

The residual doping profile in the InAlN layer was
obtained by electrochemical C-Va measurements (ECV, no
etching mode) with a Dage profiler CVP 21 system which
operates in the kHz frequency-range. The InAlN layers turned
out to be n-type with a net donor concentration of 2.4! 1018

and 2.7! 1018 cm"3 in samples A and B, respectively. The
sharp increase in the net residual donor concentration (Fig. 1)

towards the surface might reveal the onset of a highly doped
thin surface barrier, also reported in other nitrides,24–26 which
is necessary to explain the tunneling current-voltage charac-
teristics under forward bias in LM-InAlN.15 We cannot
exclude that oxygen atoms segregate during the growth, with
the formation of an accumulation layer at the surface, as al-
ready reported for Al-rich AlGaAs/GaAs multilayer struc-
tures27,28 via SIMS measurements. It might also be partly
responsible for the very pronounced sharp rise in the oxygen
SIMS profile in the top 10 nm of the InAlN layer (Fig. 2),
even though competing surface effects, which are always
present in the top %5 nm depth, can play a dominant role,
even with the refined surface SIMS method used in this study
(see below).

The samples were investigated by SIMS profiling of the
group-III matrix elements (Al, In, and Ga) and the C, O, and
Si impurities. The SIMS data were obtained from Evans
Analytical Group (EAG, Inc.), where a separate point by
point corrected-SIMS (PCOR-SIMSSM method29) was per-
formed with improved surface impurity detection of the top

FIG. 1. Electrochemical capacitance-voltage profile of nid-In0.16Al0.84N/nþ-
GaN grown by MOVPE on a sapphire substrate. The Ohmic contact was
achieved using indium.

FIG. 2. Depth profiles of O and C impurity concentrations (quantified with
an AlN reference sample for InAlN) in nid-InAlN/nþ-GaN by PCOR-SIMS
(see text), together with the group III atomic fractions. The Si signal (not
shown here) was around 1016 cm"3 in the InAlN layer, by a separate high
resolution mass SIMS profiling.

185701-2 Py et al. J. Appl. Phys. 117, 185701 (2015)
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equation [47]:

en(T ) = σnDvth(T )e(αD/kB ) 1
gD

NC(T )e−EaD/kBT , (8)

where σnD is the thermal capture cross section of an electron
in the conduction band by the level D (D1 or D2), vth is
the mean thermal velocity of free electrons (∝T 1/2), NC

is the effective density of states at the minimum of the
conduction band (∝T 3/2), gD the degeneracy factor for the
donor level D, and EaD its thermal activation energy. In
the absence of more information, the factor eαD/kB , related
to the negative linear temperature dependence of the energy
level (ED = ED0 − αDT ), was taken to be 1 (i.e., αD ≈ 0). If
the capture cross section σnD is not thermally activated, the
thermal activation energy corresponds to the energy depth of
the level (EC − ED0 ) and the preexponential factor contains
a T 2 dependence. Our quoted values of σnD based on Eq. (8)
assume a degeneracy factor gD of 2 and an effective mass
m∗ = 0.28 m0. The Arrhenius plots of en/T 2 in log scale
versus inverse temperature are shown on Fig. 6. The slope
and the intercept on the vertical axis (at T → ∞) of each
straight line give the following signatures: thermal activation
energy EaD1 = 68 meV, σnD1 = 9.7 × 10−17 cm2 for D1, and
EaD2 = 290 meV, σnD2 = 6.2 × 10−15 cm2 for D2. Similar
results were obtained by the thermal admittance method on
D2, which confirms the low impact of Rs(T ).

Note that the emission rate of D2 at 300 K is about 7 ×
106 s−1, much faster then values reported by Arslan et al. for
surface states in InAlN/AlN/GaN heterostructures [48]. From
their frequency-dependent admittance measurement at room
temperature, they found emission rates of 1.4 − 3.3 × 105 s−1

for an unpassivated structure, and slightly higher values of
5 − 5.5 × 105 s−1 for a sample with an SiNx layer between
the metal contact and the InAlN layer. This large difference
between emission rates in both studies indicates that D2 is not

FIG. 6. (Color online) Arrhenius plots for the two levels with
their signatures, deduced from the admittance spectroscopy data
taken at Va = −3 V. The values of capture cross sections assume
m∗ = 0.28 m0 and g = 2. D1 points are obtained from thermal admit-
tance spectroscopy, D2 points from frequency-dependent admittance
spectroscopy.

related to their surface states. The same conclusion holds for
D1, which is even faster than D2 at 300 K.

Furthermore, for the deep level D2, Arrhenius plots were
also obtained from data taken at other applied voltages in
the range [−5 V, 0 V] (data not shown here). There is
some very small variation of EaD2 with Va , by a maximum
of 15 meV between −5 V and −1 V. It could result from
slight nonuniformities of the indium composition across the
explored depth (see Sec. IV). It probably does not result from
the Poole-Frenkel effect [49]—acting only in the case of a
donorlike D2 center, but not in the case of an acceptorlike D2
center—as the electric field at the crossing point between ED
and the Fermi level EF is not influenced significantly by Va .

Concerning the activation energy of the shallow D1 level,
the data are based on the conductance measurements versus
temperature in the range 90–180 K, at various fixed frequencies
between 71 kHz and 1.44 MHz (Fig. 4). The amplitude of
the D1 peak depends on Va in the same way as for the D2
peak, indicating that corrections to the conductance due to
series resistance associated effects are still small. However,
we could not correct the measured conductance for the series
resistance effect because Rs(T ) is not known in the 90–180 K
range from J -V measurements and because the temperature
and voltage-dependent length of the neutral InAlN region
should be taken into account. In order to qualitatively estimate
the effect of Rs(T ), its value was extrapolated in the 90–
180 K range from data in the 190–250 K range [Fig. 2(a)].
Conductance corrections follow the equations given in the
Appendix. The results show that the true conductance peak is
shifted at a higher temperature, which allowed us to evaluate
the effect on the Arrhenius plot. The net effect of Rs related
corrections is a slight increase of the thermal activation
energy and a more significant decrease of the thermal capture
cross section. Anyhow, our determination of EaD1 agrees
pretty well (within 12%) with the activation energy deduced
from the temperature dependence of the saturation current
(Sec. III A).

For both levels, the thermal activation energies (Fig. 6) are
close to those found by the analysis of the saturation current
[Fig. 2(a)]. This strongly suggests that the same levels were
studied by admittance spectroscopy in the junction region and
by analysis of the temperature dependence of n0(T ) in the
neutral region. Furthermore, the activation energy for D2 level
is about 27 meV larger than in the I -V -T measurements. If
this is not due to an In nonunifomity in the sample, it could
result from an activated capture cross section [47], with an
activation energy Eσ ≈ 27 meV. The data for D1 are less
accurate due to the various experimental errors (small Js ,
few data points for the I -V -T data, large Rs , uncertainty on
the correction of the admittance data by an appropriate series
resistance).

The parameters obtained from the Arrhenius plots allow
a simulation/extrapolation of their emission rates versus
temperature thanks to Eq. (8). This was shown in the range
100–400 K on Fig. 3(c), with the position of the angular
frequency corresponding to f = 1 MHz. This plot is very
useful to visualize the T regions corresponding to the high-
and low-frequency regimes of the capacitance [Fig. 3(b)],
usually measured at 1 MHz. The frequency dispersion of the
capacitance [ω ≈ en(T )] for a single deep level was derived
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by Dueñas et al. [28], together with Eq. (5):

C(ω,T ) = CHF + (CLF − CHF)
en

ω
arctan

ω

en

, (9)

where CHF and CLF are the high-frequency (ω ≫ en) and
low-frequency (ω ≪ en) capacitance, respectively. Barbolla
et al. [45] showed that the frequency dependence C(ω,T )
in the intermediate-frequency regime (near ω ≈ en) is not
modified by the presence of shallow donors, if appropriate
expressions for CLF and CHF are used. To corroborate this
result, Dhariwal and Deoraj [50] derived a slightly more
complicated functional dependence than found in Eq. (9), but
their corrective term becomes negligible for en ≈ ω. The exact
criteria for getting a pure LF or HF regime is embedded in Eq.
(9). The frequency factor (en/ω) arctan (ω/en) varies between
0 and 1, corresponding to pure HF and LF regimes at low T
and high T respectively. For instance, the LF regime for the
deep level D2 is obtained above 350 K for f = 1 MHz.

The temperature dependence of the capacitance, at a
constant frequency [Eq. (9)], exhibits an inflexion point at a
temperature Ti , sometimes used to characterize the deep level
according to [28,45]:

en(Ti) = ω/1.825. (10)

The functional dependence given by Eq. (9) explains very
well our measurements in the intermediate regime of the deep
center D2. Figure 7 shows the measured C-T characteristics
at Va = −3 V and at three frequencies 10 kHz, 100 kHz,
and 1MHz. At high and low temperatures, we do not expect
a frequency dependence of the capacitance in the ideal case
Rs = 0, since we are in the low-frequency and high-frequency
regimes respectively [Fig. 3(c)]. The observed small reduction
of the measured capacitance with increasing frequency is due
to the finite value of Rs . Figure 7 shows that the smoothed
capacitance step shifts towards higher temperatures for higher
frequencies, as expected by Eq. (10). These C-T curves

FIG. 7. (Color online) Simulated frequency dispersion of the
capacitance in the intermediate-frequency regime for the D2 level.
The experimental linear temperature dependence, likely due to CHF,
was included in Eq. (9) and en(T ) was calculated as in Fig. 3(c).
S = 3.14 × 10−4 cm2.

were simulated by inserting in Eq. (9) the dependence en(T )
[Fig. 3(c)] deduced from the Arrhenius plot. We also su-
perimposed the experimental linear temperature dependence,
likely due to CHF. The only fitting parameter in Eq. (9) was
the amplitude of the step CLF − CHF, which turns out to be
11.2 ± 0.8 pF at Va = −3 V and for the three frequencies.
The same value is deduced from the maximum of G(ω,T ) at
−3 V [Fig. 3(a)], after applying a small correction (5%) on the
amplitude of the peak due to Rs at 300 K. As shown on Fig. 7,
the agreement between theory and experiment for C(ω,T ) is
excellent.

C. Persistent photoconductivity effects

It will be shown elsewhere that the D2 center has a sluggish
kinetics at low temperature, evidenced by hysteresis in the
C-Va loops obtained by sweeping the applied voltage in the
up and down directions.

We now demonstrate PPC effects in two types of samples
incorporating InAlN nearly lattice-matched to GaN. In the
first example (sample B, very similar to sample A) we studied
the I -V -T of a Schottky diode in the temperature range
100–300 K. After measuring the I -V -T characteristics in the
dark by rising the temperature in steps of 10 K and waiting
about 5 min for stabilization, the sample was cooled again
at 100 K, then back illuminated by a subband gap (2 eV)
monochromatic light. The exposure to light shifted upward
the measured I -V curves and once saturation was reached,
the illumination was switched off. The sample was allowed
to relax for any fast recovery, and stable characteristics were
reached after about 5 min. The I -V -T characteristics were
then measured in the dark in this so-called PPC state. The
extraction of the series resistances was done in dark and in
the PPC state. The results are shown on Fig. 8. Indeed, a
persistent effect is observed on the total series resistance at
low temperatures. Approximatively, the PPC effect persists till

FIG. 8. (Color online) Series resistance Rs of an
InAlN/n+−GaN Schottky diode (sample B) in the dark. The
data are taken before (black points) and after (red point) illumination
at 100 K by a subband gap (2 eV) monochromatic light. A PPC
effect is clearly seen at low temperature. S = 1.26 × 10−3 cm2.

115208-8
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Fig. 9.7 Comparison between measured band gaps, DFT/LDA calculations and GW

calculations (see eqn 9.32) for solids. The blue discs are DFT/LDA Kohn–Sham band gaps

and the red discs are from GW calculations. The points belonging to the same solid are

connected by a vertical line. The black line at 45� indicates where the data-points should

be if they were in perfect agreement with experiment. The smaller panel (on the left) is an

expanded view of the lower range of band gaps. All the data are from Table I of Tran and

Blaha (2009).

by adding or removing one electron, the density will change by a negligible amount,
�n ⇠ 10�20 n. By replacing the DFT total energy of eqn 9.3 inside eqn 9.29, and
taking the limit �n ! 0, it can be shown that (Perdew et al., 1982; Perdew and Levy,
1983):

lim
�n!0

Eqp
g = EKS

g + �xc, (9.30)

where the extra energy, �xc, is given by:

�xc = lim
�n!0

Vxc[n + �n] � Vxc[n ��n]. (9.31)

This result indicates that the quasiparticle band gap and the Kohn–Sham band gap
of a solid di↵er by a constant, �xc. Now, if we could use the ‘exact’ exchange and
correlation functional Exc, we would obtain a discontinuous jump of Vxc in eqn 9.31,
i.e. �xc 6= 0 (Sham and Schlüter, 1983).
The trouble is that we do not know the exact functional. When we use instead the
standard LDA approximation, by construction Vxc is a continuous function of the
density (see for example eqn 3.23) and therefore there is no discontinuity: �xc = 0.
This shows that DFT/LDA calculations cannot yield the correct quasiparticle gap.
In practice the band gap problem of DFT is actually a problem of the Kohn–
Sham formulation of DFT, and in particular of the approximations made for the
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Structural model for In0.17Al0.83N
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Formation energy from first principles

Ef [X
q] = Etot[X

q]− Etot[bulk]−
∑

i

niµi + q(Ev + µe) + Eq
corr

tion cell of 64 atoms and considered the following defects
with their relative charge states: the Si vacancy (!2,!1, 0,
"1, "2), the Si self-interstitial (!1, 0), the substitutional
O (0, "1), the C interstitial (!1, 0, "1), and the
P=Si-vacancy complex (!1, 0, "1). For SiC, we modeled
the 4H polytype using an orthorhombic cell containing 96
atoms. Considered defects include the C vacancy (!2,!1,
0, "1, "2), the Si vacancy (!2, !1, 0, "1, "2), and the
complex consisting of C substitutional to Si next to a C
vacancy (!2, !1, 0, "1, "2). For HfO2, we took the
monoclinic structure and used a supercell containing 96
atoms. We considered the O vacancy (!2, "1, 0, !1, and
"2) and the O interstitial (0, "1, and "2). For SiO2, we
modeled !-quartz with an orthorhombic cell containing 72
atoms and considered the interstitial H (!1, 0,"1), the Si-
Si dimer bond (!1, 0), the puckered O vacancy (!1, 0),
the H bridge -Si-H-Si- (!1, 0,"1), the substitutional N (0,
"1), and the interstitial O2 (0, "1). All defect states
studied are atomically localized.

The formation energy of a defect in its charge state q can
be expressed in terms of the electron chemical potential "
referred to the valence band maximum "v [1]:

Eqf#"$ % Eqtot " Ebulk
tot "

X
!
n!#! ! q#"! "v$; (1)

where Eqtot is the total energy of the defect system, Ebulk
tot the

total energy of the unperturbed system, n! the number of
extra atoms of species ! needed to create the defect, and
#! the corresponding atomic chemical potential. Charge
transition levels correspond to specific values of the elec-
tron chemical potential for which two charge states have
equal formation energies. We considered both thermody-
namic and vertical charge transition levels.

To compare defect levels in semilocal and hybrid
density-functional schemes, it is necessary to use a com-

mon reference level $ external to the electronic system,
i.e., defined on the basis of the nuclear potentials: !" %
"! "v "$. This alignment scheme is illustrated in
Fig. 1. In our formulation, we used the same pseudopoten-
tials in the semilocal and hybrid calculations and trivially
achieved such an alignment by taking$ as the cell average
of the local potential originating from the ionic pseudopo-
tentials. However, we note that our formulation does not
imply any loss of generality and that a proper alignment
can also be enforced when different pseudopotentials are
used.

We calculated charge transition levels for the selected
set of defects in Si, SiC, HfO2, and SiO2 within both the
semilocal and hybrid schemes. Charge transition levels
obtained in either scheme were then aligned with respect
to the common reference level$ and reported in Fig. 2. For
each material, our results show that the defect levels calcu-
lated in the semilocal and hybrid schemes differ on average
by at most 0.2 eV when aligned in this way, despite the
significantly larger concomitant variations observed for the
band gaps. Since average shifts are similar in the four cases
studied, the identified alignment is more impressive for
large band gap materials where these shifts are small with
respect to the band gap. Indeed, the average relative shift is
only 2% for SiO2, but increases to about 17% for Si. In
particular, these results indicate that differences between

semilocal hybrid

common reference level

VBM

CBM

VBM

CBM

semiloc semiloc hyb hybµ µ µ

φ

µ

FIG. 1 (color online). Schematic illustration of the alignment
between energy levels obtained with a semilocal and a hybrid
density functional. The charge transition levels " and !" are
referred to the respective valence band maxima (VBM) and to a
common reference level, respectively. The conduction band
minima (CBM) are also shown.

0 2 4 6 8

0

2

4

6

8
SiO2

= 0.14 eV

0 2 4 6
(eV)

0

2

4

6 HfO2

= 0.16 eV

0 1 2 3 4

0

1

2

3

4

SiC

= 0.19 eV

0 0.5 1 1.5 2

0

0.5

1

1.5

2

Si

= 0.19 eV

semiloc (eV)semiloc

(e
V

)
hy

b
(e

V
)

hy
b

∆ ∆

∆ ∆

µ µ

µ
µ

FIG. 2 (color online). Comparison between charge transition
levels calculated with the semilocal ( !"semiloc) and hybrid ( !"hyb)
functionals for a variety of defects in Si, SiC, HfO2, and SiO2.
The energy levels corresponding to the valence band maximum
(VBM) and conduction band minimum (CBM) are also shown
(squares). All energies are referred to a common reference level
$ (see text), shifted to coincide with the VBM in the hybrid
scheme for convenience. For each material, " is the r.m.s. error
with respect to the ideal alignment (dashed line).
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Benchmark: DX center in AlN
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Formation energy and charge transition levels
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by Dueñas et al. [28], together with Eq. (5):

C(ω,T ) = CHF + (CLF − CHF)
en

ω
arctan

ω

en

, (9)

where CHF and CLF are the high-frequency (ω ≫ en) and
low-frequency (ω ≪ en) capacitance, respectively. Barbolla
et al. [45] showed that the frequency dependence C(ω,T )
in the intermediate-frequency regime (near ω ≈ en) is not
modified by the presence of shallow donors, if appropriate
expressions for CLF and CHF are used. To corroborate this
result, Dhariwal and Deoraj [50] derived a slightly more
complicated functional dependence than found in Eq. (9), but
their corrective term becomes negligible for en ≈ ω. The exact
criteria for getting a pure LF or HF regime is embedded in Eq.
(9). The frequency factor (en/ω) arctan (ω/en) varies between
0 and 1, corresponding to pure HF and LF regimes at low T
and high T respectively. For instance, the LF regime for the
deep level D2 is obtained above 350 K for f = 1 MHz.

The temperature dependence of the capacitance, at a
constant frequency [Eq. (9)], exhibits an inflexion point at a
temperature Ti , sometimes used to characterize the deep level
according to [28,45]:

en(Ti) = ω/1.825. (10)

The functional dependence given by Eq. (9) explains very
well our measurements in the intermediate regime of the deep
center D2. Figure 7 shows the measured C-T characteristics
at Va = −3 V and at three frequencies 10 kHz, 100 kHz,
and 1MHz. At high and low temperatures, we do not expect
a frequency dependence of the capacitance in the ideal case
Rs = 0, since we are in the low-frequency and high-frequency
regimes respectively [Fig. 3(c)]. The observed small reduction
of the measured capacitance with increasing frequency is due
to the finite value of Rs . Figure 7 shows that the smoothed
capacitance step shifts towards higher temperatures for higher
frequencies, as expected by Eq. (10). These C-T curves

FIG. 7. (Color online) Simulated frequency dispersion of the
capacitance in the intermediate-frequency regime for the D2 level.
The experimental linear temperature dependence, likely due to CHF,
was included in Eq. (9) and en(T ) was calculated as in Fig. 3(c).
S = 3.14 × 10−4 cm2.

were simulated by inserting in Eq. (9) the dependence en(T )
[Fig. 3(c)] deduced from the Arrhenius plot. We also su-
perimposed the experimental linear temperature dependence,
likely due to CHF. The only fitting parameter in Eq. (9) was
the amplitude of the step CLF − CHF, which turns out to be
11.2 ± 0.8 pF at Va = −3 V and for the three frequencies.
The same value is deduced from the maximum of G(ω,T ) at
−3 V [Fig. 3(a)], after applying a small correction (5%) on the
amplitude of the peak due to Rs at 300 K. As shown on Fig. 7,
the agreement between theory and experiment for C(ω,T ) is
excellent.

C. Persistent photoconductivity effects

It will be shown elsewhere that the D2 center has a sluggish
kinetics at low temperature, evidenced by hysteresis in the
C-Va loops obtained by sweeping the applied voltage in the
up and down directions.

We now demonstrate PPC effects in two types of samples
incorporating InAlN nearly lattice-matched to GaN. In the
first example (sample B, very similar to sample A) we studied
the I -V -T of a Schottky diode in the temperature range
100–300 K. After measuring the I -V -T characteristics in the
dark by rising the temperature in steps of 10 K and waiting
about 5 min for stabilization, the sample was cooled again
at 100 K, then back illuminated by a subband gap (2 eV)
monochromatic light. The exposure to light shifted upward
the measured I -V curves and once saturation was reached,
the illumination was switched off. The sample was allowed
to relax for any fast recovery, and stable characteristics were
reached after about 5 min. The I -V -T characteristics were
then measured in the dark in this so-called PPC state. The
extraction of the series resistances was done in dark and in
the PPC state. The results are shown on Fig. 8. Indeed, a
persistent effect is observed on the total series resistance at
low temperatures. Approximatively, the PPC effect persists till

FIG. 8. (Color online) Series resistance Rs of an
InAlN/n+−GaN Schottky diode (sample B) in the dark. The
data are taken before (black points) and after (red point) illumination
at 100 K by a subband gap (2 eV) monochromatic light. A PPC
effect is clearly seen at low temperature. S = 1.26 × 10−3 cm2.

115208-8
(a) (b)

O

In



PPC effects

(a) (b)

O

In

1

2

3

E
ex

c=
1.

70
 e

V
E

ex
c

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

E
ne

rg
y 

(e
V

)

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

E
ne

rg
y 

(e
V

)

reaction coordinate

(b)  Low temperature

(a)  Room temperature

(a) (b)

O

In



Conclusion

In forms clusters in In0.17Al0.83N
The oxygen impurity is more stable within In clusters
Oxygen impurities forms DX centers in In0.17Al0.83N
Oxygen impurities give rise to two CTL (+/0 and 0/−) separated by 0.29 eV
Oxygen is responsible to PPC effects at low temperature

Out calculations are in good agreement with experimental observation. We can assert
that oxygen is the impurity responsible of PPC effects at low temperature and giving
rise to the two observed CTL.
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